
Chapter 3

RESEARCH SUPPORT FACILITIES

3.1 Support laboratories

3.1.1 High vacuum laboratory
Chandra Pal, A. Kothari and P. Barua

High vacuum laboratory is primarily responsible for maintaining vacuum and vacuum systems in beam-
lines and experimental facilities. There are about 800 instruments (pumps, gauges, valves, diagnostic BPM,
Faraday cups, device controllers, etc.) installed and running in different beamlines and facilities. Faulty
instruments are replaced with available spares to reduce machine downtime. Indigenously designed and
fabricated instruments are repaired in house and others are maintained with available expertise in house and
manufacturer’s service support. Problems occurring in vacuum system and device (under our group’s care)
during experiment runs are attended on urgent basis. This lab provides support to different labs and users
in vacuum related problems.

3.1.1.1 Installation high energy beam transport beamline of HCI

Chandra Pal, A. Kothari, P. Barua, R. Ahuja, R. Mehta, Kundan Singh and Deepak Munda

Installation and alignment of major HCI HEBT beamline components, [from Achromat I (ACH-I) exit
to Achromat IV], was completed in last academic year and all the open sections were connected back
and required vacuum was established for starting Pelletron beam to do experiments. Remaining HEBT
components were installed and commissioned to conduct out the first beam test in HCI HEBT beamline. A
brief description of the work mentioned above is given below:

1. Fabrication, installation and commissioning of beamline device controllers for HCI HEBT
beamline: Controllers for Faraday cups and beamline valves of HCI HEBT line were installed and
commissioned. These controllers can be operated in local as well as in remote mode from control room.
It involved the following:

(a) Fabrication and assembly of two device controller crates (left panel of Fig. 3.1) for housing device
controllers. Each controller crate can house 8 modular device controllers

(b) Fabrication and assembly of 2 beamline valve (BLV) and controller and 8 Faraday cup (FC)
modular controllers.

(c) Fabrication and laying of cables for operation of the installed beam line devices. All the devices
were tested ok in remote and local operation.

(d) Assembled one spark protection crate (right panel of Fig. 3.1).
(e) Prepared signal document (between the device and VME crate) to operate the beam line devices

remotely.
(f) To operate these device PCLI database was updated in coordination with Remote control group.
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Figure 3.1: Device controller crate and spark protection crate.

2. Alignment and installation of Spiral Buncher 2: For installation and alignment of Spiral Buncher
2 [SB-2] in beamhall – 3 the entire beamline section from Achromat 1 to Spiral Buncher had to be
vented and relevant section of the beamline was dismantled for placing SB-2. For aligning the SB-2,
theodolite was setup near Achromat-2 taking references from existing reference points of the beamline.
SB-2 was aligned within ± 1mm of beam axis.

3. Installation and commissioning of vacuum pumps: New Ion pumps and controllers were installed
and commissioned at the various HEBT sections. New turbo pumping system were installed and
commissioned for spiral buncher 2 and spiral buncher 3.

4. Installation and commissioning of indigenous double slit: An indigenously developed motorized
four jaw slit was installed at the entry of Achromat-2. An interface module for operation of the slit
controllers through VME control system was designed and fabricated. All the four jaws position
calibration was done. The slit is now commissioned and operational from control room

Status: All the beam line devices were successfully made operational from control room and required vacuum
was established in the beamline for beam test.

3.1.1.2 Installation and commissioning of indigenously developed motorized four jaw slit

Chandra Pal, A. Kothari, P. Barua, C. P. Safvan and Kundan Singh

Figure 3.2: Details of four jaw slit.

A motorized four jaw slit (Fig. 3.2) has been successfully developed through a local vendor, customized
as per our requirement, at one third of the import cost of the equipment. Each slit jaw can move linearly
0 to 15 mm from centre of the assembly with an accuracy of 50 µm. It is an UHV compatible slit where
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each jaw has a power rating of 50 watt and is connected to its corresponding feed-through for reading slit
current. It can be operated in local as well as in remote control mode.

Stepper motor is used for precise movement of slit jaws. Jaw controller is having analogue voltage input for
each of the four slits. Set positions and current positions are calculated with respect to voltage input of 0-5 DC
voltage. Its fabrication and installation in the HCI HEBT section is complete and calibration measurement
for accurate positioning of all the four-jaws is done. An interface assembly required for commissioning of the
indigenously fabricated four-jaws slit through our VME control system was designed and fabricated inhouse.
The four-jaws slit is now operational from control room.

3.1.1.3 Design and development of Faraday cup suppressor unit

There are about 20 Faraday cup units installed at different sections of High Current Injector beamline. To
suppress secondary electrons in the FC a suppressor voltage of -380 V is required. Fabrication of 25 numbers
of such suppressor units is needed. Communication between FC/Log Amp and FC controller will also be
done through this unit. Schematic design and PCB design of the unit is completed using KICAD designing
tool. PCB printing is complete and fabrication, assembly and procurement of required parts is in progress.

3.1.1.4 Centralized procurement and testing of new vacuum equipment

A combined order for procurement of vacuum equipment was carried out by vacuum group to meet the
various vacuum equipment requirements for all the labs. A total of about 150 equipment were procured and
all the items were inspected and tested for its normal operation as per list given below:

1. Turbo Pumps- 12 nos.
2. Turbo Pump controllers – 18 nos.
3. Vacuum Gauges- 58 nos.
4. Gauge Controllers – 26 nos.
5. Ion Pumps – 8 nos.
6. Ion Pump Controllers- 12 nos.
7. Scroll Pumps – 16 nos.

3.1.1.5 Maintenance of vacuum systems and diagnostic devices in beamlines and experimental
facilities

1. Maintenance work in Pelletron (with Pelletron group): Venting of high voltage terminal inside Pelletron
tank for foil loading and leak check and vacuum restoration after foil loading was done.

2. Replacement of faulty vacuum devices in different beamlines and facilities: Due to continuous and
non-stop operation of vacuum devices, few devices get bad and after the fault is established faulty
components are replaced from available spares for not stop operations. A list of replaced vacuum and
diagnostic devices is given below:
(a) BPM 07-2 head assembly stopped working: Area vented and head assembly replaced.
(b) AMS beamline Full range gauge faulty electronics and rough vacuum gauge electronics.
(c) AMS experimental chamber High vacuum and rough vacuum faulty gauge.
(d) AMS beamline faulty Maxi gauge controller (TPG256A).
(e) DTL 2 faulty high vacuum gauge replaced.
(f) Faulty scroll pump replacement in phase II DB1.
(g) Getter Pump cleaning and cartridge replacement – 4 beamlines.
(h) Faulty Turbo Pump in Spiral Buncher 1 replaced with spare pump.
(i) Failed turbo replaced in HIRA from HIRA spare during beam run.
(j) BPM installation at Spiral Buncher for its maintenance work.
(k) Faulty MKS gauge in super Buncher replaced.
(l) Faulty scroll pump replacement in EQT high voltage platform of HCI.

(m) Faulty scroll pump replacement in NII experimental chamber.
(n) Faulty scroll pump replacement in Diagnostic box at LINAC exit.
(o) Faulty BPM 80 head assembly replacement in LEIBF 105 deg beamline.

3. Commissioning and operation of extended NAND beamline device controllers i.e. FC 09-2, BPM 09-2
and BLV 09-2 from control room:
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New FC controller (FC 09-2) and BLV controller (BLV 09-2), which were fabricated and installed last
year, have been interfaced with CAMAC and commissioned in coordination with remote control group.
Now these FC, BLV and BPM can be operated from main control room.

3.1.1.6 Testing, repairing and servicing of vacuum equipment

1. Preventive maintenance of Turbo Pumps: Eight next series turbo pumps, operational in different
beamlines and experimental stations, requiring oil and bearing change were taken out from the system
for the same and serviced by replacing the bearings and oil cartridges at IUAC. Each pump was tested
ok after maintenance and installed back in their respective beamlines.

2. Repairing of Scroll Pumps: Two non-functional scroll pumps (model XDS35i) were repaired (Fig. 3.3)
onsite and made operational by changing faulty bearings and worn out seals. Orbiting scroll in one
pump was found having a crack so it was replaced from available spare.

Figure 3.3: Scroll Pump maintenance.

3. Repairing of DAC spark protection module (1nos.) of LEIBF high voltage platform spark protection
crate.

3.1.1.7 Miscellaneous vacuum maintenance activities

1. There were about 100 calls related to vacuum problems that were attended in different beamlines and
experimental facilities. Some common calls are listed below:
BLV / FC are not closing - opening: caused by compressed air failure, problem in pneumatic drives,
CAMAC problems, radiation interlock problems, solenoid valves problems, Reset not done, vacuum
pump off / gauge problems, etc. We identify the cause and resolve the issue or convey to other groups
if it’s in their scope.
Vacuum Problems: Gauge problem, pump off due to power failure, huge outgassing due to target, leak
from joints, pump electronics problem, pump failure, user mistake, vacuum accidents, etc. Problems
are identified and resolved, user is advised for leak testing and proper sequence of operation to be
followed.
Leak detective and resolving issues: helping others in resolving critical leak detection problems Venting/
Vacuum Pumping: in beamlines / HCI area upon users request.

2. Cable Re-routing in Phase 1 (Material Science and GDA beamline) : To ease movement under the
beamlines the control and communication related to vacuum and diagnostics were re-routed. Many
cables were re-fabricated for the same. All connections checked in local and remote, found ok.

3. Linear and Rotary device in NAND Chamber repaired: Power supply in the electronic drive was found
defective. A compatible power supply was procured and installed in the system. Its working ok.

4. GP Tube Dismantling / Cleaning / Re-installation Work in LEIBF: Venting of Area between Source
and Switching Magnet was done for GP tube cleaning work. Guided and helped the ion source group
in dismantling and re-assembly of GP Tubes. Leak Testing support for cleaned GP tubes and vacuum
was restored in the beamline after re-assembly of GP tubes.
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3.1.2 Cryogenics
Manoj Kumar, Suresh Babu, Soumen Kar and Anup Kumar Choudhury

The cryogenic system of LINAC consists of five beam-line cryostats, liquid nitrogen (LN2) network
and helium refrigerator, liquid helium (LHe) network, helium gas management system and associated cryo-
instrumentation and data acquisition system shown in Fig. 3.4. In this academic year, the LINAC cryogenic
system was operated for the beam acceleration through the RF-Superconducting LINAC. The helium refrig-
erator was also operated for testing a 1.5T superconducting MRI magnet for the IMRI project.

Figure 3.4: Simple schematic of the cryogenic system of the RF-superconducting LINAC.

3.1.2.1 Helium refrigerator

During this academic year, the helium refrigerator (Model- LR280, LINDE Kryotecnik) having a capacity
of 750W@4.5 K was operated for ∼ 6000 hrs. which is substantially higher than the previous two academic
years as shown in Fig. 3.5(a). The plant was operated for the testing of the MRI magnet and the beam
acceleration. During the beam acceleration, the helium refrigerator and the associated cryogenic system
were operated continuously. There was a minimum beam time loss due to the cryogenic system except for a
few intermittent disruptions due to the failure of power or disruption in the water system. The Fig. 3.5(b)
shows the number of such interruption and its duration.

Figure 3.5: (a) Year-wise running hours of the helium compressor, (b) the number and duration of
power disruptions during the LINAC campaign.
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3.1.2.2 Liquid nitrogen network

Figure 3.6: Year-wise consumption of the liquid
nitrogen.

During this academic year, the total consumption of
liquid nitrogen was ~ 5,00.000 liters primarily for the
cooling of the thermal radiation shield of the beamline
cryomodules during beam acceleration. A substantial
amount of liquid nitrogen was also used to cool the
germanium detectors of the INGA facility. Fig. 3.6
shows the year-wise consumptions of the liquid nitro-
gen. A vacuum pumping line was fabricated and in-
stalled for maintaining the insulating vacuum of the
vacuum-jacketed LN2 network consisting of large sec-
tions of straight lines and bends, eight numbers of the
U section for the LN2 supply and return line for the
cryostats and five LN2 valve boxes. A pumping station
was connected at one end of the newly installed pump-
ing line. This common vacuum line has reduced the
intermittent pumping of different sections of the LN2 supply/ return lines. The pressure maintained in the
LN2 transfer line was ~5E-3 bar.

3.1.2.3 Beamline cryostats of the linac

The beamline cryomodules namely the super-buncher cryostat (SBC) , three LINAC cryostats (LC1-3) and
the rebuncher cryostat ( RBC) were cooled to 4.2 K and made ready for the LINAC campaign. Left panel
of Fig. 3.7 shows the thermal shield cooling of all the beamline cryomodules. The thermal shields of all
three LINAC cryomodules were done by the forced flow of the LN2 and the thermal shields for the SBC
and RBC were done by gravity cooling. Once the thermal shield reached the equilibrium temperature, 4K
liquid helium (LHe) cooling was done for all the cavities of beamline cryostats. The helium cooling of the
cryostats was done sequentially as shown in the right panel of Fig. 3.7.

Figure 3.7: (a)The equilibrium temperature of the thermal shield of the beamline cryostats of LINAC,
(b) the cool-down profile of cryostats by 4K liquid helium.

At the beginning of the shield cooling of the superbuncher cryostat, vacuum deterioration was observed.
The vacuum was deteriorated from 5E-7mbar to ∼2E-5mbar. To investigate the internal leak of the cryostat,
its thermal shield was warmed up to room temperature. The cryostat was vented and opened for investigation
as shown in the Fig. 3.8. The leak was finally found in an internal CF port at the bottom of the LN2 vessel
which was rectified and the cryostat was revived within a day.
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Figure 3.8: The internal view of the thermal shield and LN2 vessel of the superbuncher cryostat.

3.1.2.4 1.5 T superconducting MRI magnet system

Ajit Nandawadekar, Bhavana Avasthi, Farukh Khan, Rajesh Nirdoshi, Manoj Kumar, Suresh Babu, S. K. Suman, Joby Antony, S. K.
Saini, Rajesh Kumar, R. G. Sharma and Soumen Kar

A multi-institutional project on the development of a whole-body 1.5 T superconducting MRI scanner
funded by the Ministry of Electronics and Information Technology (MeitY) is going on at IUAC under the
coordination of SAMEER-Mumbai (nodal agency). IUAC is primarily responsible for the development of
a 1.5T superconducting magnet system for the MRI scanner. The MRI magnet and the 4K zero-boil-off
(ZBO) cryostat were installed in the MRI lab at IUAC after completing the successful manufacturing and
integration at the factory site of M/S Inox India. The indigenously developed data acquisition system and
the associated control electronics were then installed and integrated with the MRI magnet. All the standard
safety measures were put in place before testing the MRI magnet. The magnet was precooled to 100K by
LN2 after attaining the desired base vacuum. Fig. 3.9(a, b) shows the precooling of the magnet using LN2
dewar is in progress.

Figure 3.9: (a) The precooling of the MRI magnet using LN2 is in progress, (b) the cooling of the
MRI magnet using LHe is in progress.

A two-stage GM cryocooler was also started to cool the thermal shield of the MRI cryostat. Fig. 3.10
shows the complete cooling profile of the MRI magnet from 110K to 4.2K. Once the magnet was uniformly
cooled to 4.2K, 70% of the liquid was collected inside the cryostat for its testing.

At the beginning, a few preliminary tests of the electrical circuitry of the magnet were performed. The
magnet attained a field of 1.5T for the first time without any training quenching. The magnet was ramped to
various values in the range of 0.5T- 1.5T to study its various electrical and cryogenic parameters at different
fields. The spatial homogeneity and the temporal field stability of the magnet were measured for this
unshimmed magnet. The quench protection system and the cryogenic safety system were also successfully
tested during a quench of the magnet. Thereby the EM design, bobbin design, magnet winding, dry winding
technique, quench protection, electrical insulation, and cryogenic safety system were proven for this magnet.
The homogeneity was measured using an NMR field camera. The 5G- safety region was also measured after

35



3. RESEARCH SUPPORT FACILITIES

Figure 3.10: The cool-down profile of the MRI magnet system.

Figure 3.11: The indigenously developed MRI magnet installed in the IUAC IMRI lab.

the field mapping area around the magnet. The safety region is found to be smaller than the USFDA-
defined region and hence needs less area for sitting of the magnet at any hospital. The performance of the
superconducting EIS coil was also measured which is more than 95% efficient. Although the magnet has
achieved most of its design goals, it has also shown a few minor issues which need to be resolved before its
use for the clinical scan. Presently, the magnet system is getting ready for the final phase of testing before
commissioning for the clinical scan.

3.1.3 Beam transport system
Ashish Chamoli, Prem Kumar Verma, S. K. Suman, Rajesh Kumar and N. Madhavan

The Beam Transport System (BTS) Group is an Accelerator Support Central Group (AcSCG), primarily
responsible for the repair and maintenance of beam transport magnets and power supplies of all the accel-
erators and experimental facilities at IUAC. Besides maintenance and repair activities, the group is actively
involved in designing and developing BTS-magnet power supplies for the upcoming HCI and FEL facilities.
The yearly activities related to upkeep, maintenance, and development is summarized below

3.1.3.1 Beam transport system

Currently, 153 magnets and 193 magnet power supplies are being used in all of the accelerator and experi-
mental facilities at IUAC. Three major types of BTS magnet power supplies are used in the system. The first
type is the model 8000 MPS, which is an older power supply that is installed at Pelletron, LINAC, HIRA,
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and HYRA. The second type relatively new is model 9000 MPS, which is installed at HCI and FEL. The
third type is the in-house made MPS, which consists of 80 units and is installed in almost all the facilities.

Maintenance and repair activities: Yearly Schedule Preventive Maintenance (YSPM) is carried
out on all the magnets and power supplies. The maintenance activities are conducted throughout the year,
based on the availability of access to different accelerator and experimental facilities.

To enable predictive maintenance actions, the condition of every MPS is pre-analyzed to identify degraded
parts. After analyzing the data, specific maintenance plans are created for each unit. This has resulted in
nearly no breakdowns in the MPS control and power electronics during beam operations, except for some
minor operational issues caused by external interlocks and main power failure.

Maintenance and repair of model 8000 power supplies: Although there were no electronic break-
downs in the Model 8000 MPS, there were six major breakdowns caused by water-cooled heat sink leakage,
resulting in spilling water inside the power supplies. This resulted in damage to the control and power elec-
tronics. When such failures occurred, the power supply required significant refurbishment and repair. For
the transportable power supplies, spare units were used as replacements, while the faulty units underwent
refurbishment in the lab. However, for the bending magnets MPS, which were not transportable, repairs
were done on-site, resulting in longer breakdown times. All the control and power electronics that were
damaged due to water spillage were successfully repaired and recovered.

Maintenance and repair of model 9000 power supplies: These 30 MPS were installed at High
Current Injector (HCI) in 2018 and 40 more were installed in 2023. These are high power density, very
compact, and modular units integrated using power and control electronic modules. Over the period, we
have understood the failure mode and identified the components that are commonly failing in all the power
supplies. The main cause of component failure is thermal stress caused by dust deposition onto the compo-
nents. We have gained considerable component-level repair skills and repaired almost every module type and
there is no repair backlog. Test jigs and PCB extenders were developed to diagnose and make component-
level repairs. Spare parts for these power supplies were purchased (imported) this year to support future
operations.

Beam transport system upkeep: Steps taken to improve the sustainability: Installed Y-strainer
filters for every magnet and power supply to filter any sediment present in the cooling water. Also installed
flow control valves to set the minimum required flow to reduce the cooling water velocity-related erosion
rate.

To reduce the BTS system downtime due to breakdowns, backup power supplies with cable extenders
have been installed in places where it is difficult to move heavy power supplies, such as the one on level 03
where there is no easy access. Bulky power supplies are shifted manually up the stairs, which requires 5-6
people.

BTS installation activities: This year, we completed and commissioned the High Current Injector
Beam transport system (HCI_BTS) installation; installed 48 magnet power supplies from Achromat-1 to
0◦ beam line. The installation work consists of rack installation, cable laying/routing for AC power, output
DC power, remote control, safety interlocks, grounding, cooling water distribution, and testing at full power
to verify the magnetic field and thermal performance.

3.1.3.2 Instrumentation development for IMRI magnet

The BTS group has been actively involved with the Cryogenics group in the development of an MRI magnet
at IUAC. The magnet fabrication, assembly and integration into the He-cryostat were completed last year;
the preliminary testing of the magnet has been completed this year. The responsibility of the BTS group
was to power the magnet, protect it in case of a quench, monitor the current and voltage signals related to
the magnet and to provide emergency shutdown option.

Powering the magnet to the rated current: A power supply with the necessary control and
protection was imported to power the MRI magnet. The power supply failed to place the magnet in persistent
mode. Despite several modifications, the issue could not be resolved. Eventually, a BTS-IUAC make 600A
power supply was used to power and control the magnet and proved successful in keeping the MRI-magnet
under full control in all operational modes.

Protecting the magnet: One of the key responsibilities of the BTS group is to protect the magnet
by externally dissipating the stored energy in case of a quench while powering the magnet. The BTS
group designed and delivered an Energy Absorber Unit (EAU). The EAU successfully dissipates the stored
energy during the ramping down mode and magnet quench. The magnet was able to sustain a full quench,
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dissipating 3.5 MJ of stored energy. The passive & active quench protection system evenly distributed the
stored energy, preventing the generation of high temperature, high voltage, asymmetrical Lorenz forces.

Magnet auxiliary system controllers: The BTS group successfully designed, developed and installed
a cryostat pressure controller, an external interference screening (EIS) coil controller and an emergency
run-down controller. These controllers are customized units, specifically developed as per the magnet speci-
fications.

Monitoring of magnet voltage and current parameters: An eight-channel signal isolation amplifier
unit has been designed and installed to isolate the signals directly tapped from the magnet coils. The unit
avoids any unintended short to ground through the Data Acquisition System (DAQ) and in turn avoids the
quench or destruction of the magnet.

It is also desirable to accurately determine and monitor each coil voltage profile continuously during all
operational scenarios like powering, quench and persistent mode to monitor the superconducting state of
each coil. The high voltage generation (±2 kV/coil) in the event of quench, forces stringent requirements
of isolation on measurement instrumentation. Extracting the voltage corresponding to resistive transition
(which is in the range of mV), in the presence of the high “common mode” voltage generated by the coil
stack, is much more difficult than might be supposed. Hence, for accurate measurement, a lot of attention is
to be paid to grounding, shielding and isolation up to the DAQ. All magnet-related signals were successfully
recorded during all magnet ramping modes and quench.

3.1.3.3 Instrument repair support

BTS group has been providing extensive instrument repair services in the field of power supplies and power
electronics to other labs at IUAC as well as to other institutes. This year, the following instruments were
repaired by BTS group members; Dipole magnet power supply-Punjab University; Magnetic barrier separator
system-IUAC Geochronology; Mossbauer drive unit-IIT Kanpur; PPMS Power Supply-IIT Delhi.

3.1.4 Detector laboratory
Mohit Kumar and Akhil Jhingan

Detector Laboratory at IUAC provides experimental support to various users in setting up charged
particle detectors and readout electronics. New detectors and electronics have been designed and developed,
and are used in various nuclear physics experiments.

3.1.4.1 Electronics for LaBr scintillator detectors in INGA

A. Jhingan, M. Kumar, Yashraj, I. Bala and R. P. Singh

Figure 3.12: 152Eu γ-ray spectrum with
LaBr3 detector.

Custom-designed preamplifier units were designed and
fabricated to process signals from LaBr3(Ce) scintillators
coupled to photo-multiplier tube (PMT). Two versions were
developed: charge sensitive preamplifier (CSPA) for energy
measurements and a fast timing amplifier (FTA) for timing
measurements. The CSPA, with a sensitivity of 4.5 mV/pC
(Si equi.), processes the signal from dynode output of the
PMT whereas the FTA (gain ∼ 5) is used to process the
anode signal. The use of preamplifier units facilitates sig-
nal transmission through long cables from INGA beam-line
to the data room. At the same time it allows operation
of detectors at lower PMT bias, which otherwise can intro-
duce non-linearities at higher bias. Use of these preamplifier
units also improves the signal-to-noise ratio thus enhancing
the resolution of the system. Further processing of CSPA
signals is performed using the earlier developed system for
CsI detectors. The CSPA output is fed to a NIM differential driver unit which drives the differential energy
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signal to the 16 channel Mesytec (MSCF series) spectroscopy amplifier. The FTA output is fed to high res-
olution constant fraction discriminators (CFD) such as Ortec 935 or Phillips 715. Five sets of preamplifier
units were developed for five LaBr3 detectors used in INGA facility. An energy resolution of ~ 2 % (1.33
MeV γ-rays) and a time resolution of ~ 350 ps (FWHM) with 60Co source was observed. The modular CsI
electronics developed earlier can be easily adapted to process signals from 32 LaBr3 detectors. Fig. 3.12
shows the spectrum from 1.5′′ × 1.5′′ LaBr3(Ce) with 152Eu source at a bias of 1000 V.

3.1.4.2 Testing of CsI detector coupled to APD

A. Jhingan1 and R. Palit2

1Inter-University Accelerator Centre, Aruna Asaf Ali Marg, New Delhi 110067, India
2Department of Nuclear and Atomic Physics, Tata Institute of Fundamental Research, Mumbai 400005, India

Figure 3.13: (Left) Spectrum of 60Co γ-rays from CsI-APD combination and (right) PSD plot using
BD technique showing clean separation between γ-rays and α-particles.

The performance of a CsI(Tl) detector coupled to an Avalanche Photo-Diode or APD was evaluated
using radioactive sources. The CsI(Tl) detector is 3 mm thick and was coupled to a 10 x 10 mm2 APD
(Hamamatsu S8664-1010) via a 7 mm thick plexi-glass light guide. Unlike photo-diode which operates with
bias voltage of 30 – 40 V, the APD requires a bias voltage ranging from 250 – 400 V, but provides higher
inherent gains, while maintaining linearity and resolution. The APD is read by conventional charge sensitive
preamplifier (CSPA) with a gain of 2 V/pC (Si equi.), already in use with CsI–photo-diode based CPDA.
The detector bias network of the CSPA was modified with high voltage resistor and capacitor network. The
detector system was tested with radioactive sources namely 241Am, 137Cs and 60Co. Comparative studies
were made with CsI–photo-diode detector of identical size along with a NaI detector coupled to PMT. The
signal strengths were found to be about 10 – 30 times higher as compared to normal photo-diode signal.
The signal strength is a function of applied reverse bias in APD. As an example, a gain of 300 mV/MeV
is observed for γ-rays whereas it is constant 10 mV/MeV with photo-diode. Higher inherent gain of APD
is useful in the detection of low energy γ-rays such as 59 keV from 241Am which otherwise is not possible
with a normal photo-diode. With given CSPA gain, signal strengths are almost identical with NaI-PMT
combination. Resolutions achieved are identical for all three. Left panel of Fig. 3.13 shows the spectrum
with 60Co source. Energy resolution is ∼ 5 % for 1.33 MeV γ-ray. Another interesting observation with APD
is identical energy resolution with both short and long shaping times. In contrast, photo-diode resolution
is severely deteriorated at shorter shaping times (0.5 – 1 µs). CsI-APD combination was also tested for its
particle identification ability by using ballistic deficit (BD) technique with short (0.5 µs) and long shaping
time (3 µs). As shown in the right panel of Fig. 3.13, a clean separation is observed between α-particles and
γ-rays of CsI and APD. CsI-APD combination will be very useful for physics cases which require detection
of these light particles with energies ranging from few hundred keV onwards. More tests will be carried out
in future.
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3.1.4.3 MCP-based TOF system for GPSC

Sunil Devi1, R. Yatoo1, M. Kumar2, C. P. Safvan2 and A. Jhingan2

1Inter-University Accelerator Centre, Aruna Asaf Ali Marg, New Delhi 110067, India
2School of Physics and Materials Science, Thapar Institute of Engineering and Technology, Patiala 147004, India

Figure 3.14: CAD
schematic of the electro-
static mirror.

Mechanical design of the MCP detector assembly was carried out. The
fabricated frames (designed on CAD software) were received from the
vendor. The assembly includes frames for preparing electrostatic mir-
ror, mounting frames for MCP in Chevron configuration, Anode plate,
and integrated card having a voltage divider network and fast timing am-
plifiers (FTA) for signal processing. For extracting position information,
multi-wire frame with differential delay line technique will be utilized. Two
versions of FTA have been designed for the same. The first one has an
active differential input whereas the second one has a transformer cou-
pling. It is proposed to evaluate both designs. Fig. 3.14 shows the CAD
generated schematic of the electrostatic mirror. This project is funded by
DST-SERB via sanction order no. CRG/2020/005552.

3.1.4.4 Detector system for investigating MNT reactions in GPSC / NAND

M. Kumar, A. Jhingan, N. Saneesh, K. S. Golda and P. Sugathan

Developmental activities have been initiated to have a modular particle identification system for per-
forming multi-nucleon transfer (MNT) reactions in GPSC/NAND. It is proposed to have both time of flight
(TOF) and differential energy loss parameters for particle identification system along with angular distri-
bution information. The new detector system will have a larger solid angle for longer flight paths, and will
provide simultaneous measurement at more angles with a possibility of measurements at extreme backward
angles. The TOF system will have a combination of MCP and MWPC detector, and the differential energy
loss system will have gas-silicon hybrid telescopes. Earlier, HYTAR telescopes were used which had a smaller
solid angle (~ 0.2 msr) at larger flight paths. The new system will have a larger area axial field IC and silicon
detector, and will have a solid angle coverage of ~ 1 msr for each detector. The flight paths will be 50 – 55
cm in case of GPSC, and possibly 35 – 40 cm for NAND.

3.1.5 Target development laboratory
Abhilash S. R., D. K. Prabhakar, Ambuj Mishra and Debdulal Kabiraj

3.1.5.1 Target development for accelerator users

The primary responsibilities of Target Development Laboratory (TDL) are the operation, up-keeping, and
maintenance of instruments in the lab for developing, preserving, and delivering the nuclear targets and thin
films for particle accelerator users. TDL is successful in delivering all the requested targets for accelerator
experiments and several research scholars have been trained in thin film deposition techniques in this year.
Most of the instruments in target lab are well–utilized in this year except the UHV Evaporator with multi-
pocket electron gun (e-gun). Target developments in IUAC were also reported in peer-reviewed journals
[1-6] and national symposiums in this year.

3.1.5.2 Fabrication, inspection and loading of stripper foils

Target Lab usually fabricates the stripper foils twice a year according to the Pelletron maintenance schedule.
Approximately 200 carbon foils of 4 µg/cm2 for the terminal section and 200 foils of 8 µg/cm2 thickness
for the dead section. Target development laboratory develops carbon stripper foils by e-beam bombardment
techniques. High-purity graphite is evaporated and condensed over the glass substrate coated with a releasing
agent. To ensure the maximum uniformity in the thickness of the films, the glass substrates are rotated during
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the evaporation. A dedicated turbo pump-based e-beam facility is used for the stripper foil fabrication. In
addition to the IUAC stripper, imported Pulsed Laser Ablated (PLA) foils are also used in Pelletron. PLA
foils exhibit superior life as stripper foils. The purchased PLA films are delivered as coated on substrates
with a thin copper protective layer in between the releasing agent and the carbon layer. After separating the
films from glass substrates, the films are transferred to a nitric acid solution to dissolve the copper backing.
Finally, the carbon films are mounted on the stripper foil holder.

3.1.5.3 Maintenance and up-gradation activities

In addition to the regular operation, the major maintenance activities are cleaning of the chamber, gauge
cleaning, periodic maintenance of electrical systems, periodic maintenance of QCM, leak testing, cooling
water supply, and performance testing. The Breakdown maintenance of the Rolling Machine was one of
the major maintenance activities in TDL during this year. After the disassembly of the machine by TDL
members, it was identified that the breakdown was due to the failure of the gears. A cost-effective yet robust
custom gear train which was manufactured indigenously by a vendor was successfully replaced. The machine
is back in operation after several tests with loads. Maintenance and recalibration of the Profilometer was
done by M/s Bruker’s authorized representatives under supervision and support TDL personnel.

3.1.5.4 Target library for users

The Target Library, TDL initiated in the year of 2019 for systematic storing of the nuclear targets for future
use and for avoiding repeated fabrication of targets having the same specifications. Apart from saving money
and manpower, this facility also helps users to plan experiment depending on the availability of target. The
Digital Inventory of the Target Library is maintained and updated periodically. A list of targets and their
specifications are available in the digital form. More than 1200 targets are already part of the library and
new targets are getting added after the completion of the experiments for those these targets were fabricated.
The Target Library has issued more than 50 targets in 2023 for various experiments The air-sensitive targets
for longer duration is always a challenging job. The dedicated high vacuum storage facility for the target is
not yet materialized. At present, the targets are stored in vacuum desiccators which are filled with argon
gas. A stock of 200 carbon stripper foils is maintained in the library to meet any unexpected requirement.

3.1.5.5 A few important target development

Target development by physical vapor deposition technique using e-beam bombardment involves excessive
heating of the substrate surface which tends to degrade the parting agent. To reduce this the source-to-
substrate distance is increased, however, more distance between the source and substrate results in more
material consumption which has to be minimized for optimal consumption of expensive isotopically enriched
materials. To reduce the substrate heating, a substrate cooling set-up has been developed with the help
of the IUAC workshop. The setup has been successfully used for the development of targets of expensive
isotopes like 142Nd, 150Nd, 193Ir, 194Pt, 198Pt.

3.1.6 RF amplifiers and low-level RF group
Ashish Sharma, Parmanand Singh, Yaduvansh Mathur, V. V. V. Satyanarayana, Arti Gupta, S. Venkataramanan and Abhijit Sarkar

3.1.6.1 RF power amplifiers of Pelletron, SC-linac, HCI and DLS

The RF group is responsible for managing a variety of high power RF amplifiers and microwave power
sources. The group has been actively involved operation, repair, development and undertaking of periodic
preventive maintenance of power sources and amplifiers under care. These are installed with Pelletron
and High Current Injector (HCI), Super Conducting Linac (SC-Linac), Delhi Light Source (FEL-DLS) and
LEIB accelerator facilities. These power amplifiers and microwave power sources have wide range in both
frequency of operation and operating power level ranging between 4 MHz to 17.9GHz and 100’s Watts to
10’s of megaWatts. Throughout this year, all the power amplifiers and microwave power sources were in
continuous operation at different power levels as per requirement. The power amplifiers installed are of both
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water-cooled and air-cooled types. The dust filters of these equipment are routinely cleaned and replaced.
The cooling water quality to HCI, DLS installed equipment is also monitored and replenished whenever
necessary. Regular logging of utility and equipment parameters in a day are part of the routine. Major
preventive maintenance operation of all power amplifiers under care have been completed as per schedule
and documented. Purchase of required spare components, sub-units, spare power supplies, control cards
and various consumables have been initiated and completed for maintaining a stock of spare components
in order to ensure efficient operation of installed RF power amplifiers and microwave power sources. Apart
from the above routine activities, the group members are also engaged in various academic activities of newly
recruited apprenticeship trainees, scientists, engineers and junior engineers during this year.

Microwave power generators: In order to provide different particle beams for HCI, the 1.7kW CW
Klystron based Power Generator for ECR ion source (PKDELIS) at IUAC has worked successfully and
continuously up to 1000 Watts. This forced air-cooled power generator is regularly cleared of dust and
debris. In order to decrease transmission line junction loss and maintain a consistent transmission route
between the microwave power generator and plasma chamber at 17.9GHz, a variety of WR-62 type wave
guide components were purchased and installed. During this time, a long-standing issue with the control
and display (C&D) unit of this power generator was fixed and a replacement relay was installed.

One of the windings of the three-phase, 415 V, 10 kVA Auto Variac (Servo transformer) of the Klystron
anode high voltage power supply was found to have burned during a significant failure. This probably caused
imbalance in the load and generating high harmonic currents which probably damaged MOVs in its Anode
supply voltage section. The auto transformer (Variac) was rewound and repaired through a local vendor.
The interlock interlock circuit was modified and tested the Klystron power generator on dummy load before
successfully restored it back to the ECR ion source system.

120kW, 48.5 MHz RFQ power amplifier: This year, the Radio Frequency Quadrupole (RFQ),
which is powered by a vacuum tube amplifier based on tetrode, was regularly powered up to 25kW. In
accordance with the amplifier supplier’s instructions, we have worked this year to commission a specialized
low conductivity water (LCW) plant to feed the tube amplifiers for liquid cooling in collaboration with the
water supply group. This year, in order to remotely monitor the different supply and tube characteristics of
the power amplifiers, we included “Grafana” into our system.

20 kW solid state power amplifiers: During this year the 97 MHz, 20 kW CW solid state power
amplifier powering DTL-2, DTL-3 cavities respectively have performed reliably throughout the year. A
faulty water flow sensor that has been replaced in one of the power amplifiers. These power amplifiers have
critical operational parameters that may be read and controlled remotely via the RS-232 control. A blown
LDMOS transistor was replaced in order to fix a malfunctioning amplifier pallet and replace a malfunctioning
SMPS (3kW) unit.

28 kW solid state power amplifiers: The DTL-4 and DTL-5 cavities were powered by 28 kW CW solid
state power amplifiers operating at 97 MHz and on a regular basis. The Driver power amplifier was repaired
for faulty CATV pre-driver and reason for inconsistent in performance was identified and rectified. One of
these power amplifiers was used to power the DTL-6 cavity through the RF power Circulator, whenever the
corresponding DTL-6 Triode power amplifier was under repair during this year.

30 kW vacuum tube power amplifier: DTL #6 was powered by a 30 kW CW vacuum triode power
amplifier operating at 97 MHz that experienced a cooling water leak during regular operation. A small
hole in the return line water coupling, which was caused by an OEM-supplied Polycarbonate union joining
the cooling water hose and RF tube, was leaking water. After consulting with the OEM, the union was
replaced with in-house manufactured glass reinforced teflon couplings, however they also failed. Another set
of unions of originally installed models were sourced and installed, but again failed with similar symptoms
during normal operation. Later, we replaced them with brass unions that were locally produced, and we
regularly tested them to full power using a dummy RF load. A spare vacuum triode was used to restore the
power amplifier.

The high voltage filter capacitor in the anode high voltage supply shorted in another breakdown. Since
we didn’t have a replacement in stock, a high voltage oil capacitor made locally was installed to address the
issue. This year, in order to remotely monitor the different supply and tube characteristics of the power
amplifiers, we added “Grafana” to our monitoring system.

Hi-potting of vacuum tubes: The spare power vacuum tubes of 120kW, 30kW and 6kW power am-
plifiers are being put through hi-potting test periodically with homemade Hi-potting setup. To maintain the
health of the power vacuum tubes and prevent vacuum degradation during storage, hi-potting conditioning
was carried out on a regular basis.
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400 W RF power amplifiers: The SC-Linac cavities are driven by about 35 custom-built 400 watt
solid state radio frequency power amplifiers. Due to the Pelletron + SC_Linac campaign, which lasted
for about five months this academic year, the group members were often addressing issues with the mal-
functioning power amplifiers. Due to water leakage caused by worn brass nozzles in water couplings and
surface contamination of printed circuit boards, aged power amplifiers are exhibiting poor reliability and
performance. In collaboration with the workshop group, 14 SC-Linac 350W CW, 97MHz solid state power
amplifiers that were malfunctioning were fixed for water joints and VHF core-related problems this year,
and they were then put back into service.

We have already begun designing a new solid state RF power amplifier using LDMOS RF FETS to replace
most of the current VHF power amplifiers. The new power amplifier, which will be remotely controlled and
monitored via RS-232 and “Pelcon” compatible interfaces, will include all additional circuitry included in
the current power amplifier design after consulting with the SC_Linac operation group.

3.1.6.2 Development activities

Development of 3 kW, 48.5 MHz solid state RF power amplifier for spiral buncher: Due to
their improved specifications, reliability, and widespread availability, we have continued to work on the
development of SS power amplifiers for Spiral Buncher cavities of HCI using 6th generation LDMOS devices
for RF power core. A 4-Way lumped Wilkinson RF Splitter and Combiner are installed in the power amplifier
along with Dual Directional Coupler. The four RF power core units are driven by a driver amplifier. The
aggregate power of these four devices’ output results in 3 kW of RF power at the output. Implemented is
a generic control card with all required interlocks, readbacks, and controls. One such created amplifier is
integrated with the Spiral and tested up to 1.7 kW using an RF dummy load. Assembly of two more such
amplifiers are under progress.

Development of 100 W broadband solid state RF power amplifier for chopper / MHB:
Broadband solid state RF power amplifiers are being developed with state of the art RF components for
Chopper and MHB of Pelletron and HCI which are capable of delivering up to 100 W (CW) in the frequency
range of 10 MHz – 50 MHz. Several precautions, including VSWR, over-temperature, input overdrive, and
external interlock, are included into these amplifiers. The modular design is facilitates the maintenance and
enhancement easier. The power monitoring is possible with custom built dual directional coupler and front
panel power meters. The amplifier is assembled in a 3U height 19” rack mountable standard chassis. These
power amplifier core units are mounted on water cooled copper heat spreader. At present status various
power core units assembled and awaiting complete integration of these units in a 3U, 19” aluminum chassis.

Figure 3.15: Pelletron beam pulsing system electronics with multi-level fault detection system.

3.1.6.3 Low-level radio frequency electronics

As a division of Radio Frequency (RF group), the Low-Level RF (LLRF) group serves as an Accelerator
Support Central Group (AcSCG) and is responsible for the creation, upkeep, and operation of various LLRF
systems for all IUAC accelerators. Along with control electronics for the Multi-Harmonic Buncher (MHB),
Chopper, Travelling Wave Deflector (TWD), LLRF controllers for Linac, High Current Injector (HCI), and
Free Electron Laser (FEL), this also contains the Beam Pulsing System of Pelletron-Linac (BPS). A synopsis
of the group’s activity from the previous academic year is provided in the subsections that follow.
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Table 3.1: Pulsed beam runs during 2023-24.

Pulsing run Energy (MeV) TWD Facility No. of shifts
28Si, 9+ 80-130 2µs HIRA 15
32S, 11+ 116 - 156 OFF NAND 21
30Si, 10+ 124 - 137 OFF GPSC-II 15
28Si, 9+ 120 OFF GPSC-II 24

16O, 4+ 46 - 81 2µs HIRA 21
28Si, 9+ 106 - 127 2µs HIRA 18
48Ti, 6+, 14+ 145 OFF LINAC TUNING 12
48Ti, 6+, 14+ 285 OFF NAND 24

48Ti, 6+, 14+ 188 - 214 OFF HYRA 24
48Ti, 6+, 14+ 236 – 259.4 OFF HYRA 24
48Ti, 6+, 14+ 125 - 156 OFF HYRA 15
30Si, 9+ 125 2µs HYRA 21

30Si, 9+ 154 OFF NAND 24
30Si, 9+ 170 - 200 2µs HYRA 12
32S, 9+ 164 - 200 2µs HYRA 12
28Si, 9+ 160 2µs HIRA 18

Si, 9+ 180 OFF NAND 15
28Si, 9+ 160 OFF INGA 15
28Si, 9+ 145 OFF INGA 15
31P, 9+ 115 OFF NAND 24

16O, 6+ 131 OFF NAND 24
12C, 6+ 125 OFF NAND 21

Operation of beam pulsing system for Pelletron-linac: The beam pulsing system (Fig. 3.15) saw
heavy use this year for a number of pulsed beam run for nuclear physics experiments, particularly during the
longest SC_Linac run, which lasted nearly six months. Table 3.1 summarizes the Beam Pulsing system’s
operation and displays the many types of beams grouped together with their energy, shift counts, and user
facilities. The pulsating system’s performance for this year is displayed in a pie chart, and the system’s
uptime is reported at above 99%. Beam runs are still ongoing, and there were 22 pulsed beam experiments,
including the one for SC_Linac tuning at the start of this SC_Linac run. Seven pulsed beam experiments
were conducted with the Travelling Wave Deflector (TWD). Seven pulsed beam experiments were conducted
using the Travelling Wave Deflector (TWD) and the operating performance was extremely good. This year,
the pulsing system has been used for 414 shifts, 138 days, and 3312 hours of operation. Apart from their
designated tasks, every member of the group is actively involved in the Beam Pulsing system operations
24/7.

Numerous diagnostic devices are developed to ensure the system operates efficiently. One such device
is the beam phase meter, which shows the beam phase locking system’s default phase setting. If phase
out of lock occurs, it is easy to fix by just adjusting the MHB phase to the default phase value, which
won’t interfere with beam operation or user data collecting. In the event of a malfunction, the TWD HVPS
interlock protects the integrity of all deflecting plate electronics and locks the HVPS to prevent more damage.
Additionally, after verifying the interlock state, it permits manual ramping of the high voltage. In the event
of a significant malfunction, replacement modules are maintained in stock. There are ongoing indigenous
developments of the whole Beam pulsing electronics system. During TWD runs, one such diagnostic was set
up to optimize the pulsed beam. In the past, user feedback was used to optimize TWD for any observed
satellite peaks. At the moment, a Time of Flight (ToF) system with a Time to Amplitude Converter (TAC)
is set up in the control room. Before sending the beam to the user, beam and TWD signals are utilized to
verify the satellite peaks and optimize the TWD.

Preventive and breakdown maintenance of RF systems As planned, the preventative maintenance
of the systems under care was completed in April 2023. Along with routine preventative maintenance, the
group members were shown how to tune the MHB tank circuit coils in the Pelletron Beam Pulsing System,
and now every group member is comfortable in tweaking and maintaining the system. There was only one
malfunction with the TWD electronics during this year, and it was quickly fixed in-situ without causing
any loss of user beam. During the recent SC_Linac campaign, there were not many in-situ corrective
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maintenance of the SC-Linac LLRF controllers.
For the Pelletron Beam Pulsing system, the electronic units are located in the main control room as well

as on the fifth floor of the accelerator tower A a multi-level fault detection system has been installed to locate
the defect and assists in fixing the defects within short time to avoid beam time loss. This includes the TWD
deflecting plate electronics status display with interlock, manual ramping of high voltage power supply for
TWD with interlock, TWD optimizer to minimize the beam time loss, particularly during HIRA/HYRA
experiments, and the beam phase display on control console to detect and locking of MHB to the right phase
using Chopper - MHB phase detector.

3.1.6.4 Support to various RF systems

Being an Accelerator Support Central Group (AcSCG), this group is involved in ongoing activities in various
facilities at IUAC. One of them is the HCI to Linac beam injection test during December 2023. The entire
group contributed to ensure all RF systems (comprises of LLRF controls and RF amplifiers) are in working
order. During this facility run, the clock for HCI LLRF was derived from the Master clock driving the
SC_Linac control from control room, so that the HCI beam could be injected into the SC_Linac. LLRF
controls for Spiral bunchers #2 and #3, RF Multiplexer, etc. were also incorporated. All the RF systems
were operated remotely during beam acceleration. The required electronics were development by this group
and required cables were made, routed and tested before the actual beam test in coordination with other
groups.

3.1.6.5 Preventive maintenance for the SC-linac LLRF electronics

A total of around 10 Resonator Controllers and 3 Piezo Tuner Controllers have been repaired and readied
for the 6-month long LINAC experimental run in 2023-24. As part of corrective maintenance activities
during the experimental run, all the faulty electronic modules were serviced, repaired, and tested in a room-
temperature test setup as and when they are received in-situ. Repair logs have been updated properly in
the logbook as per the standard repair format.

3.1.6.6 Development of electronics for various LLRF systems

The development of electronics depending upon the requirements and the process of upgradation of the
existing systems is a continuous process. Few developments have taken place this year and they are mentioned
here.

Figure 3.16: Block diagram of phase control
electronics test setup.

Development of Pelletron beam phase lock-
ing electronics: Beam phase locking electronics to
supplement the existing electronics have been devel-
oped and tested in the laboratory as shown in the Figs.
3.16 to 3.18. Presently, this is done using the old mod-
ules and the system is performing satisfactorily. In or-
der to upgrade this with the state-of-the-art electronic
components, a new module has been developed and
beam test can be done shortly. This uses RF mod-
ulation technique where both amplitude and phase of
the beam are in quadrature modulated and fed to a
spiral cavity phase detector which resonates at 48.50
MHz.

3.1.6.7 Development of RF parameters monitor for HCI

In order to tune the various cavities of the HCI, it is essential to monitor the reflected power level signal
and corresponding cavity RF pickup signal from the cavities at a time in a multichannel oscilloscope. A 8
into 1 RF Multiplexers to monitor RF reflected power and cavity pickup signals of the selected cavity have
been made and installed in the High Current Injector facility at IUAC. These modules are extremely useful
in ensuring HCI-RF cavities are optimally tuned during beam acceleration and facility tests. Important
feature of measuring the phase of the selected cavity with reference master clock has been provided. It offers
the option of selection between local and remote operation. Two such modules, one dedicated for 48.50
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Figure 3.17: Pelletron beam phase locking electronics and test results.

MHz signals and the other for 97 MHz signals have been developed and will be installed in HCI. Analog
Devices model EV1HMC253AQS24 RF switch with associated control electronics is used as RF multiplexer
and AD8302 Phase Detector module is used for phase detection of the selected cavity.

3.1.6.8 Development and installation of LLRF controls for spiral bunchers of HCI

Figure 3.18: Block diagram of 8 to 1 RF multiplexer
to monitor cavity parameters.

Two sets of amplitude, phase, and frequency tuner
controls for Spiral Buncher cavities #2 and #3
have been developed, tested, and kept ready to
install during last year. They were installed in
beam line with proper RF cables routed to con-
nect the Master clock. Remote testing of all RF
cavities was done during the HCI-Linac testing by
arranging the required electronics. Two LLRF-
VME Interface modules have been developed for
this purpose and tested during the beam tests.

3.1.6.9 Chopper and deflecting system
electronics of HCI

As the HCI Chopper and Deflecting System (HCI-
CAD) was developed (Fig. 3.19) and tested with
the LEIBF facility to verify the deflection of the
beam with DC voltage on the deflecting plates
during 2016-17. A lot of effort was put in by the
member along with BTS group members, who were involved during the initial development of the system
particularly in searching and finalizing the electronics needed for the system. This year the complete elec-
tronics for two pairs of deflecting plates have been procured, assembled and tested in the laboratory to verify
the required parameters needed for beam tuning. The electronics includes the Fast Square Wave Pulsers and
dielectric cooling system for power switching devices, high voltage and control voltage power supplies, Pulse
generator with the provision of four simultaneous outputs with the facility of adjusting the delay between
the outputs, etc,.

After the necessary connections were made, the HCI-CAD system was prepared for testing by applying
HV pulses to its deflecting plates. Currently, the system is equipped with SHV connectors for applying HV
pulses; however, the manufacturer advises against using SHV cables and instead recommends replacing them
with a vacuum feed- through. Since it was chosen to test the system without a vacuum at first, we have
connected the Pulser outputs to the deflecting plates using solid copper sheet that was 10 mm wide and less
than 1 mm thick to ensure low inductance.

The deflection plates have been simulated (Fig. 3.20) with a set 10pF/3kV RF type high voltage ceramic
capacitors and powered up to 1000V at 2MHz repetition rate for the initial testing. Upon verifying that the
HV pulse rise / fall times are under 10 ns, the deflecting plates were connected and powered upto 1000V at
2MHz repetition rate. The rise/fall times measured were similarly less than 10 ns and testing for a full 48
hours will be completed soon. After successful completion of this test, the electronics for the remaining two
plates will be proposed and purchased.
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